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Recap: Euclidean Space and Inner Product

We consider a real finite-dimensional vector space R"” equipped with the
standard Euclidean inner product:

n
(u,v) ;== Z u;v;
i=1
This inner product induces the Euclidean norm:

lull2 = /{u,u) =
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Recap: Lattice Bases

Any lattice .Z C R" admits a maximal Z-linearly independent family
(b;)1<i<m, with m < n such that:

.,Z:EBZb;:{alb1+~-+ambm]a,-EZ}
i=1
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Two different bases of the same lattice

. L]
L]
short, nearly orthogonal vectors long, skewed basis vectors
looks good looks bad

Can we formalize this?
— notion of quasi-orthogonal (or reduced) bases.
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(bj,bj) =0 for all i # j.

. . . . . . . . .

Figure: Orthogonal or not orthogonal basis

How an we compute an orthogonal basis ?
— Gram-Schmidt orthogonalization process
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Recap: Gram—-Schmidt orthogonalization

The coefficients p;; are called Gram—Schmidt coefficients.

b, 1 0 e 0 b3
b> _ | M2 : ; « b3
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Recap: Gram—-Schmidt orthogonalization

The coefficients p;; are called Gram—Schmidt coefficients.

b, 1 0 e 0 b3
b> _ | M2 : ; « b3
: : : 0 :
by Hn1l 0 Hap-1 1 by,

The resulting family (b})1<i<, is orthogonal.
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Example: Gram—-Schmidt Orthogonalization

Let

Step 1:
Step 2:
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Lucas Petit
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Example: Gram—-Schmidt Orthogonalization

Let

vy}
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N W
N O N
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Step1: bj:=b; :=(-2,2,1), ||bj[?=22+22+1=9

(b2.b7)
5= by — o 1b} = (3,0,2) + (-2,2,1) = (%9 292)

8
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. _ __ b4 * 88 154 132
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Example: Gram—-Schmidt Orthogonalization

Let
-2 21
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Step1: bj:=b; :=(-2,2,1), ||bj[?=22+22+1=9

. by,by 4
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9’ 9
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0

5:=by —pp1bi = (3,0,2) + §(-2,2,1) = (%9
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Size Reduction of a Basis

We want a basis of . that approximates the Gram—Schmidt basis as

closely as possible:

. . . . . .
by —2-b;
L] L] L] L] L]
8.
by — 5 by
L] L] » L]
by bi
L] L] L] L] L] .
. . . . L] L]
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Size Reduction of a Basis

We want a basis of . that approximates the Gram—Schmidt basis as
closely as possible:

bz —[§]-by
L] L] 8 A L] L] L]
by — 3 - bi|
. . bl bi .
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Size Reduction of a Basis

We want a basis of . that approximates the Gram—Schmidt basis as
closely as possible:

A . .
?2*?b1\3 S ij—xlg%forallxeR
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Size Reduction of a Basis

We want a basis of . that approximates the Gram—Schmidt basis as
closely as possible:

A LN
?27§~b\13 ias I[x] —x| <1 forall x e R

We define the nearest integer, as [x]| = {x + %J .

Definition: A basis is said to be size-reduced if:

1
< Z
-2

max i
19557 n ‘Mw
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Why Size Reduction is Not Enough

A size-reduced basis.
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Why Size Reduction is Not Enough

A size-reduced basis.

B U B*

PRECEICE

Length reduction alone does not imply almost-orthogonality!
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b1l = M(Z), [[b2f = X2(Z), ..., [ball = An(ZL)
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Definition: Lovasz condition

Ideally, we would like to find a basis (b;j)1<ij<n of the lattice .Z such that:
[b1]| = M(Z), b2l = X2(Z), ..., [[bn]l = An(Z)

This would imply ||b1]| < --- < ||b,]|, but is it hard to find a such basis.

A basis (bj)1<i<m satisfies the original Lovasz condition if:

[bF||* < 2||b7+1||2 forall1<i<n
by

b,
Ib3][% > 2||b3 ||
We can swap by and bo.
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A basis (bj)1<i<m satisfies the original Lovasz condition if:

[bF||* < 2||b7+1||2 forall1<i<n
b,
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Definition: Lovasz condition

Ideally, we would like to find a basis (b;j)1<ij<n of the lattice .Z such that:
[b1]| = M(Z), b2l = X2(Z), ..., [[bn]l = An(Z)

This would imply ||b1]| < --- < ||b,]|, but is it hard to find a such basis.

A basis (bj)1<i<m satisfies the original Lovasz condition if:

[bF||* < 2||b7+1||2 forall1<i<n
b,

by

We can size-reduce by and by!
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Definition: Lovasz condition

Ideally, we would like to find a basis (b;j)1<ij<n of the lattice .Z such that:
[b1]| = M(Z), b2l = X2(Z), ..., [[bn]l = An(Z)

This would imply ||b1]| < --- < ||b,]|, but is it hard to find a such basis.

A basis (bj)1<i<m satisfies the original Lovasz condition if:

[bF||* < 2||b7+1||2 forall1<i<n

b,
b1 )
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Definition: LLL- reduced Basis

A basis is called LLL-reduced if:

e [t is size-reduced;
o |t satisfies the Lovasz condition.

Lucas Petit The LLL Algorithm: Lattice Basis Reduction

May 26, 2025
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Recap:The v — SVP Problem

Definitions of A1, A2, ... are detailed in (Boudgoust 2023).
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Recap:The v — SVP Problem

Definitions of A1, A2, ... are detailed in (Boudgoust 2023).

Approximate Shortest Vector Problem (y — SVP)

Given a basis B of a lattice .2 C R” and an approximation factor v > 0,
find a non-zero vector v € £ \ {0} such that:

lvll2 <7 - M (2)
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Recap:The v — SVP Problem

Definitions of A1, A2, ... are detailed in (Boudgoust 2023).

Approximate Shortest Vector Problem (y — SVP)

Given a basis B of a lattice .2 C R” and an approximation factor v > 0,
find a non-zero vector v € £ \ {0} such that:

Ivl2 <7 Ai(2)
vy=1 exact SVP — NP-hard
~v =poly(n) relevant for lattice-based cryptography
v =20 solvable in polynomial time via LLL
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Lemma

Lemma. For any b € £\ {0} we have:

> i i
bl > min [b]
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Lemma

Lemma. For any b € £\ {0} we have:
bl > min [1bi]
<i<n

Proof. Let (bj)i1<i<n of the lattice ., and write:
b=> AbjcZ\{0}, AN€eZ
i=1

Let k be the largest index such that Ay # 0. We can write
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i=1
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Lemma. For any b € £\ {0} we have:
bl > min [1bi]
<i<n

Proof. Let (bj)i1<i<n of the lattice ., and write:
b=> AbjcZ\{0}, AN€eZ
i=1

Let k be the largest index such that Ay # 0. We can write

k i
b=> X\ (bjf‘ + Zu,jb;f>
i=1 j=1
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bl > min [1bi]
<i<n

Proof. Let (bj)i1<i<n of the lattice ., and write:
b=> AbjcZ\{0}, AN€eZ

Let k be the largest index such that Ay # 0 We can write

b=Abi+> X Z“'J )

i<k j=1
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bl > min (Jb]
<i<n

Proof. Let (bj)i1<i<n of the lattice ., and write:

n

b=> AbjcZ\{0}, AN€eZ

i=1

Let k be the largest index such that Ay # 0. We can write
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Lemma

Lemma. For any b € £\ {0} we have:
bl > min [1bi]
<i<n

Proof. Let (bj)i1<i<n of the lattice ., and write:
b=> AbjcZ\{0}, AN€eZ

Let k be the largest index such that Ay # 0. We can write
b= A\bj+ ) vbl, veR

i<k
Hence
2 2 2 2
Ib]|? = ARIbklI? + > w7l
i<k
2 2
AlIbkll? > (bl
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Lemma
Lemma. For any b € £\ {0} we have:
bl > min [1bi]
<i<n

Proof. Let (bj)i1<i<n of the lattice ., and write:
b=> AbjcZ\{0}, AN€eZ

Let k be the largest index such that Ay # 0. We can write
b= A\bj+ ) vbl, veR
i<k

b1 = AZIIbE 1> + D> w7 ||
i<k

Hence

AZIIBLI? > [Ibi[i* > min by
1<i<
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Theorem: Bound on First Vector in a Reduced Basis
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Theorem: Bound on First Vector in a Reduced Basis

Theorem. Let (b;)1<j<, be a reduced basis of a lattice .2 C R”, and let
be 2\ {0}. Then:
by < 20 D/2 - |jb]].
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Theorem: Bound on First Vector in a Reduced Basis

Theorem. Let (b;)1<j<, be a reduced basis of a lattice .2 C R”, and let
be 2\ {0}. Then:

oroct by} < 2077072 o]
roor.

Iy ]| = [Ib7]|* < 2|[b31* < 2%|[b5[|* < -~ < 277 H{|bj||2.

Thus,
bl > min{|[bj,....[[b}[I} > 27(""1/2|[by |
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Theorem: Bound on First Vector in a Reduced Basis

Theorem. Let (b;)1<j<, be a reduced basis of a lattice .2 C R”, and let
be 2\ {0}. Then:

by || < 20 D/2 |
Corollary.

by || < 2071725 (2).
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Theorem: Bound on First Vector in a Reduced Basis

Theorem. Let (b;)1<j<, be a reduced basis of a lattice .2 C R”, and let
be 2\ {0}. Then:

by || < 20 D/2 |
Corollary.

by || < 2071725 (2).

Interpretation. The vector by of a reduced basis solves 2("~1)/2 — SyP.
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Theorem: Bound on First Vector in a Reduced Basis

Theorem. Let (b;)1<j<, be a reduced basis of a lattice .2 C R”, and let
be 2\ {0}. Then:

by || < 20 D/2 |
Corollary.

by || < 2071725 (2).

Interpretation. The vector by of a reduced basis solves 2("~1)/2 — SyP.
How can we compute a reduced basis in practice?

Lucas Petit The LLL Algorithm: Lattice Basis Reduction May 26, 2025 17 /32



Theorem: Bound on First Vector in a Reduced Basis

Theorem. Let (b;)1<j<, be a reduced basis of a lattice .2 C R”, and let
be 2\ {0}. Then:

by || < 20 D/2 |
Corollary.

by || < 2071725 (2).

Interpretation. The vector by of a reduced basis solves 2("~1)/2 — SyP.
How can we compute a reduced basis in practice?
— Use the LLL (Lenstra 1982)(Lenstra, Lenstra, Lovasz) algorithm!

Lucas Petit The LLL Algorithm: Lattice Basis Reduction May 26, 2025 17 /32
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LLL Algorithm

Algorithm 0: LLL

Input: A basis B = (by,...,b,)
Output: An LLL-reduced basis G = (g1, ... ,8n)

1 G < copy(B)
2 (G*,U) + GRAM-SCHMIDT G
3 while i < ndo
4 forj=i—1,i—2,...,1do
5 | | & +8—[piyl g, update (G*, V)
6 | if i>1and|g|?>2|g:|* then
7 Swap g;_1 and g;, update (G*, U)
i+—i—1
9 else
10 | i+l
11 return G
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LLL Algorithm

Algorithm 0: LLL

Input: A basis B = (by,...,b,)

Output: An LLL-reduced basis G = (g1, ... ,8n)
1 G < copy(B)

2 |(G*, U) + GRAM-SCHMIDT G

3 while i < ndo

4 forj=i—1,i—2,...,1do

5 L [gi < g — [pij] gj, update (G*, U)] Size Reduction
6 | if i>1and|g|?>2|g:|* then

Swap g;_1 and g;, update (G*, U)
i+—i—1

9 else
10 Li<—i+1

11 return G
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LLL Algorithm

Algorithm 0: LLL

Input: A basis B = (by,...,b,)
Output: An LLL-reduced basis G = (g1, ... ,8n)

1 G < copy(B)

2 |(G*, U) + GRAM-SCHMIDT G

3 while i < ndo

4 for j=i—1,i— ,1 do

5 L [g, —gi— m,jj gj, update (G* U)] Size Reduction
6 if i>1 andﬂ|g7‘_1H2 > 2||g7| Jthen Lovasz Condition
7 Swap g;_1 and g;, update (G*, U)

i+—i—1

9 else

10 | i+l
11 return G
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Example

Let's compute a LLL reduced basis of .Z(B) with

-2
B=1| 3
2

N ODN

1
2
0
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Example

Let's compute a LLL reduced basis of .Z(B) with

-2
B=1| 3
2

N ODN

1
2
0

We start by compute its Gram-Schmidt decomposition :
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Example

Let's compute a LLL reduced basis of .Z(B) with
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B=1| 3
2

N ODN

1
2
0

We start by compute its Gram-Schmidt decomposition :

We did it previously!
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Example

Let's compute a LLL reduced basis of .Z(B) with

-2

1
B=1| 3 2
2 0

N ODN

We start by compute its Gram-Schmidt decomposition :

We did it previously!

B U B*
2 21 1 0 0 2 2 1
3.02(=|-5 1 o|x|¥ & 2
9 9 9 (1)
54 88 154 32
2 .20 0 17 1 101 101 101
May 26, 2025 19/32
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Example

-2 21 1 0 0 -2 2 1
3 02|=(-% 1 o0 & 22
9 98 %
54 88 154 32
2 20 0 2 1 B o 2
G U G*

May 26, 2025 20/32
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Example

-2 21 1 0 O -2 2 1

— | _4 19 8 22

302 =|-¢ 1 oof |2 & %
2 20 0 24 1 83 154 132
101 101 101 101

G U G*
Size Reduction | 83 < 83 — [15041J g2
Y
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Example

-2 21 1 0 O -2 2 1
— | _4 19 8 22
; (2) g 1 é (1) & 18 Im
101 101 101 101
G U G*
Size Reduction |g3 < g3 —1-82
Y
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Example

-2 21 1 0 O -2 2 1
3 02|=|-% 1 o0 » 8 2
; o4 1
54 88 154 32
2 20 0 101 1 01 101 101
G U G*
Size Reduction |83+ g3 —1-8
A 4
-2 2 1 1 0 0 -2 2 1
_ | _4 19 8 22
FRETY B WP B W A+
- - 101 101 101 ~ 101
G ] G
May 26, 2025
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Example

-2 2 1 1 0 0 -2 2 1
— | _4 19 8 22
30 2|=|-¢ 1 of|® § %
-1 2 -2 0 -4 1 83 154 132
101 101 101 101
G U G*
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Example

Swap [ 83 < 82

2 1 1 0 0 -2 2 1
_|_a 9 8 22
30 2|=|-¢ 1 of|® § %
-1 2 =2 0 -4 1 88 14 _132
101 101 101 101
G U G*
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Example

—2 1 0 O -2 2 1
4 1 10 22
~1 s, Lol |3 ¥ %
3 a4 oq) 12 2 _a4
9 65 165 13 65
U G*
A
Swap [ 83 < 82
-2 2 1 0 0 -2 2 1
4 19 8 22
3 0 AR U R S A
-1 2 0 -4 1 83 1564 _ 132
101 101 101 101
G U G*
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Example

2 2 1 1 0 0\ (-2 2 1
s N IR TR
_31 g _22 B 94 ];|-7 (; 138 22 494
3 6 5 13 6

G U G*
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Example

2 2 1 1 0 0\ (-2 2 1
s N IR TR
_31 g _22 B 94 ];|-7 (; 138 22 494
3 6 5 13 6

G U G*

Size Reduction | 83 < 83 — [_EJ g2
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Example

-2 2 1 1 0 0 —2 2 1

-1 2 2|=]% 1 o0 e

9 8 9 9

4 47 13 22 44

3 0 2 —5 —e 1) \i65 13 5
G ) G*

Size Reduction | g3 < g3 + 18>
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Example

-2 2 1 1 0 O -2 2 1
-1 2 =2|=|3 1 o0 —é 2 -2
s 0 2) \4 1) \@§ &
G U G*
Size Reduction | g3 < g3 + 182
Y
-2 2 1 1 00 -2 2 1
-1 2 =2|=|5 1 0 —§ 2 -2
2 2 0 0 £ 1 ez -2
G U G*
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LLL: Example of a Reduced Basis

Lucas Petit The LLL Algorithm: Lattice Basis Reduction May 26, 2025 23/32



LLL: Example of a Reduced Basis

We obtain the following LLL reduced basis:

-2 2 1
Greduced =[-1 2 -2
2 20
Lucas Petit The LLL Algorithm: Lattice Basis Reduction
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LLL: Example of a Reduced Basis

We obtain the following LLL reduced basis:

-2 2 1
Greduced =|-1 2 =2
2 2 0

The vector (2,2,0) is a shortest nonzero vector in the lattice, hence:

M(Z) =2V2.
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LLL Complexity

9

10

Algorithm 0: LLL

Input: A basis B = (by,...,b,)
Output: An LLL-reduced basis G = (g1, ... ,8n)
G < copy(B)
(G*, U) + GRAM-SCHMIDT G
while i < n do
forj=i—1,i—2,...,1do
| & & — (1] g, update (G*, V)

if i >1 and ||gf ||*> > 2||g}||? then
L Swap gi—1 and g;, update (G*, V)
i+—i—1
else
| it

11 voturn (C
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Algorithm 0: LLL

Input: A basis B = (by,...,b,)

Output: An LLL-reduced basis G = (g1, ... ,8n)
G < copy(B)

(G*, U) + GRAM-SCHMIDT G

while i < n do

[forj:i—l,i—2,...,1 do

t [g; —gi— “L;JJ g update (G*, U)] O(n) O(HZ)

if i >1 and ||gf ||*> > 2||g}||? then
L Swap gi—1 and g;, update (G*, V)
i+—i—1
else
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LLL Complexity

Algorithm 0: LLL

Input: A basis B = (by,...,b,)
Output: An LLL-reduced basis G = (g1, ... ,8n)
G < copy(B)

1

2 |(G*, U) + GRAM-SCHMIDT G
3 whilei<ndo
4
5

forj=i—1,i—2,...,1do )
t [g; —gi— “L;JJ g update (G*, U)] O(n) O(n )
6 if i >1 and ||gf {||*> > 2||g}||? then
7 L [Swap gi—1 and g;, update (G*, U)] O(n)
i+—i—1
8 else
9 | it
0 |

11 voturn (C
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LLL Complexity

Algorithm 0: LLL

Input: A basis B = (by,...,b,)
Output: An LLL-reduced basis G = (g1, ... ,8n)
1 G < copy(B)

2 |(G*, U) + GRAM-SCHMIDT G

3 while i <ndo

4 | (forj=i—1,i— ,1do A ,
5 L [g/ — 8i— Ml,j gjr Update G* JO ) O(n )
6 if i >1 and ||gf {||° > 2||g}||* then

7 L [Swap gi—1 and g;, update (G*, U)] O(n)

i+—i—1
8 else
9 | it
10 L ,O(”)

11 voturn (C
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LLL Complexity

Algorithm 0: LLL

Input: A basis B = (by,...,b,)
Output: An LLL-reduced basis G = (g1, ... ,8n)
1 G < copy(B)

2 |(G*, U) + GRAM-SCHMIDT G

w

while i < n do How much?

(€, I

(=]

8
9

10

for j=i—1,i— ,1do A ,
L [g, —gi— [pijl gjr update (G*, U)] O(n O(n%)
if i >1 and ||gf {||° > 2||g}||* then
L [Swap gi—1 and g;, update (G*, U)] O(n)

f+—i—1
else
| it
( J O(n)
The LLL Algorithm: Lattice Basis Reduction May 26, 2025
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Correctness

Key idea: Clearly, if the algorithm LLL terminates, the returned basis is
by construction LLL-reduced.

Therefore, it remains to prove that LLL always terminates.
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How can we prove the termination of the algorithm?

( b, \ ( 1 0 ~crremmea 0 \ ( H \
: 1112,1- - : :
- ) ) X
b;_; Mi-11 - Mi-l,i-2 - - b*
b; R NS, ,uf,f:-1' : . e b*
bn ) | RO Mn,n-11 ) bz )
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How can we prove the termination of the algorithm?

(bl\ (10 ............... 0\ (T\

- - 0 -
- [Ln’n_]_l ) \ bz )
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How can we prove the termination of the algorithm?

(b} (1 0 e o\ ()
: 1112,1- - : :
- X
b, |ia] = - - .. £+ 1 _
by | | - oo ~ _

ﬁ . oo .
b, ) JT R IR # # -+ Man-11 ) b; )
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How can we prove the termination of the algorithm?

([

2
I 4

o)

b1

2 - .

2.1 )

) X
S + 1 :
: Y
2 2 2
Pl e #+" #% .. Hnan-11 )
i—1 i
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How can we prove the termination of the algorithm?

(1)

o
o, |

b1

( 1 0 coeeeeee 0 ) ( ||b°f||2\

2 - . _

H21 - :
A2 |
T R - Y
f o 0 _

N VA

i—1
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How can we prove the termination of the algorithm?
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How can we prove the termination of the algorithm?

g1
g2
Let G, = .

gn
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How can we prove the termination of the algorithm?

81
82 , .
Let Gy = | . |. We define dj := det(Gy - Gf).
gn
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How can we prove the termination of the algorithm?

g1
g2 )
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How can we prove the termination of the algorithm?

g1
g2 )
Let Gk = | . |. We define dj := det(Gx - Gf).

gn
— will be used to control the progress of the algorithm.
We have

d, = det (Gk G,E)
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81
g2 :
Let Gk = | . |. We define dj := det(Gx - Gf).
gn
— will be used to control the progress of the algorithm.

We have

d, = det (GkG/E) = det (UkG;(G;)tU}E)
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How can we prove the termination of the algorithm?

81
g2 :
Let Gk = | . |. We define dj := det(Gx - Gf).
gn
— will be used to control the progress of the algorithm.

We have

di = det (G, GE) = det (UG} (GE)EUL) = det (G} (G)Y)
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81

g2 :
Let Gk = | . |. We define dj := det(Gx - Gf).

gn
— will be used to control the progress of the algorithm.
We have

di = det (GkGf) = det (UkGi(Gy) Uf) = det (Gi(G)Y) = [ lerlP
1<i<k
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How can we prove the termination of the algorithm?

81

g2 :
Let Gk = | . |. We define dj := det(Gx - Gf).

gn
— will be used to control the progress of the algorithm.
We have

di = det (GkGf) = det (UkGi(Gy) Uf) = det (Gi(G)Y) = [ lerlP
1<i<k

If we swap g; and g;_1 :
||d7_,|| decrease by a 2 factor, so di_1 decrease by a 3 factor.
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How can we prove the termination of the algorithm?

n—1
We define Z 5> D := ] dk > 1
k=1
— After each swap, D decrease by a 3 factor.

4
Let Dy be the value of D a the start of LLL, we have

Do =
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How can we prove the termination of the algorithm?

n—1
We define Z > D := [[ dk > 1
k=1
— After each swap, D decrease by a 2 factor.
Let Dy be the value of D a the start of LLL, we have
n—1
Do= [] dk =
k=1
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How can we prove the termination of the algorithm?
n—1

We define Z 5> D := ] dk > 1
k=1

— After each swap, D decrease by a % factor.

Let Dy be the value of D a the start of LLL, we have

Do = Hdk— H II leil?=

k=11<I<k
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We define Z 5> D := ] dk > 1
k=1

— After each swap, D decrease by a % factor.

Let Dy be the value of D a the start of LLL, we have

Do = Hdk— H IT llerl*= HHngz" 9

k=11<I<k
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How can we prove the termination of the algorithm?
n—1

We define Z 5> D := ] dk > 1
k=1

— After each swap, D decrease by a % factor.

Let Dy be the value of D a the start of LLL, we have

Do = Hdk— H IT llerl*= HHngz" 9

k=11</<k

n—1 - n—1 2(n—k) n(n—1)
< I1 el < T (1rga<x H&\) < <1rga<x H&H)

k=1 baln
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How can we prove the termination of the algorithm?
n—1

We define Z 5> D := ] dk > 1
k=1

— After each swap, D decrease by a % factor.

Let Dy be the value of D a the start of LLL, we have

Do = Hdk— H IT llerl*= HHngz" 9

k=11</<k

n—1 - n—1 2(n—k) n(n—1)
< I1 el < T (1rga<x H&\) < <1rga<x H&H)

k=1 baln

Termination proof
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How can we prove the termination of the algorithm?
n—1

We define Z 5> D := ] dk > 1
k=1

— After each swap, D decrease by a % factor.

Let Dy be the value of D a the start of LLL, we have

Do = Hdk— H IT llerl*= HHngz" 9

k=11<I<k
n—1 2nk) n—1 2(n—k) n(n—1)
< n—=
< gl < IT (max lell) < (jmax i)
k=1 k=
Termination proof
4 n(n—1)
< . < - < <
1< <3Di<Do< <1rga<x IIg,II>

~~
o (Iog (1n<1g<><n \&-H)) steps
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LLL Complexity

Algorithm 0: LLL

Input: A basis B = (by,...,b,)
Output: An LLL-reduced basis G = (g1, ... ,8n)

1 G < copy(B)
2 (G*,U) + GRAM-SCHMIDT G
3 whilei<ndo
4 forj=i—1,i—2,...,1do
5 | | & ¢ & —[uiyl g update (G*, U)
6 if i>1and|g|*>2|g:|* then
7 Swap gi—1 and g;, update (G*, V)
i<—i—1
8 else
9 | i+l
10 L
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LLL Complexity

Algorithm 0: LLL

Input: A basis B = (by,...,b,)
Output: An LLL-reduced basis G = (g1, ... ,8n)
G < copy(B)

(G*, U) + GRAM-SCHMIDT G

8
9

10

Lucas Petit

1
2
3 whilei<ndo
4
5

forj=i—1,i—2,...,1do
[t [g; — 8i— “L;JJ g update (G*, U)] O(n) O(nZ)
if i>1and|g:|?>2|g:|? then
L [Swap gi—1 and g;, update (G*, U)] O(n)

i+—i—1
else
| i+l
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Algorithm 0: LLL

Input: A basis B = (by,...,b,)
Output: An LLL-reduced basis G = (g1, ... ,8n)
1 G < copy(B)

2 |(G*, U) + GRAM-SCHMIDT G

3 while i <ndo

a | ([ forj=i—1,i— ,1do A ,
5 L [g/ — 8i— Ml,j gjr Update G* JO ) O(n )
6 if i>1and|g|°>2|g:|° then

7 L [Swap gi—1 and g;, update (G*, U)] O(n)

i+—i—1
8 else
9 i<—i+1
\L JO(n)
10

Lucas Petit The LLL Algorithm: Lattice Basis Reduction May 26, 2025 29/32



LLL Complexity

Algorithm 0: LLL

Input: A basis B = (by,...,b,)
Output: An LLL-reduced basis G = (g1, ... ,8n)
1 G < copy(B)

2 |(G*, U) + GRAM-SCHMIDT G

3 (while i < ndo) O(n 2/og(A))

4 for j=i—1,i— ,1do )

5 L [g, — g — [pij] gJ, update (G*, U)] O(n , O(n?)
6 if i>1and |lg;,[° > 2[|g/[|° then

7 L [Swap gi—1 and g;, update (G*, U)] O(n)

i+—i—1
8 else
9 i<—i+1
\L JO(n)
10
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Theorem.
e LLL uses O <n2 log ( max Hb,H)) loop iterations.
1<i<n
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Theorem: Complexity of BasisReduction

Theorem.
e LLL uses O <n2 log ( max Hb,H)) loop iterations.
1<i<n

e LLL uses O (n2) arithmetic operations over rationals per iteration.

e U represented with rationals of bit-lengths O ( nlog [ max |/b;]|
1<i<n

= LLL uses O (n5 log? (max Hb,H)) bit operations.
1<i<n

Theorem.
— LLL compute a reduced basis in polynomial time.
— LLL solve 29(") — SVP in polynomial time.
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Thank you for your attention!

Questions?
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