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Module Learning With Errors Variants

S e
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polynomial f x for now all cyclotomics seem equally
secure but reductions are missing

distribution s any as long as enough min entropy
BrakerskiDottlingTCC20
BoudgoustJeudyRouxLangloisWen Indocrypt 22
LinWangZhuangWang TCS24

distribution e and bounded norm

Boudgoust JeudyTairiWen Eprint 2025 1472

Often tighter reductions for specific distributions
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Actually A S and e can not all three

be small at the same time

Integer LWE easy to solve
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for power of 2 cyclotomicsIn our work

truncate the c low order bits of A
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Why looking at this variant pk compression

In PKE
PK Trunc A Aste A

ct A r ft encoded msg

Istruncard
security argument based on truncated M LWE

was proposed for Kyber then discarded

an alternative solution

add random low order bits in the Roll



Research Goal

Reduce hardness of

truncated M LWE

from

standard M LWE
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Approach 1

A Aste no U Us e Nus

use noise flooding to argue
e Nn's e fresh noise

Rényi noise flooding applies to many distributions

Hell 11Null 11511 disallows trivial setup
12

not for decision large distance between U andA
lyet



What about hardness

of decision

truncated M LWE
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Approach 2 via M LWE with hints on s

A Aste H Hstf f noise

11H11 bounded
A Unif H As f In adversarially chosen

depending on A
HNF M LWE

M LWE with hints on Swith Gaussians
BermudoMera Karmakar MarcSoleimanian IPKC22

M LWE with truncated A
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Approach21 Module LWE Decision Gaussian Gaussian

Open Questions

decision hardness for non Gaussians

additive and multiplicative transformations



Zoom out

Work Assumption Variant Distr's Distre

JiaZhang Module NTRU Search any enough

Wang LET 23
min entropy

Gaussian

Rényi
Approach 1 Module LWE Search Bounded close

Approach21 Module LWE Decision Gaussian Gaussian

Open Questions

decision hardness for non Gaussians

additive and multiplicative transformations


